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Governments mostly employ static constraints on fiscal policy to control government debt
levels, such as the Stability and Growth Pact in the European Union and the debt limit in the
United States. Static constraints do not react to changes in the macroeconomic environment
and have proven to be unhelpful during recent periods of macroeconomic instability. This
thesis presents a method for evaluating fiscal rules — both static and dynamic — in a wide
range of realistic economic scenarios. An (stochastic) optimisation method is introduced to
select a combination of fiscal rules that optimally provides fiscal stability while minimising
the probability of default. This thesis applies the optimisation method to classic fiscal rules
from the literature and finds that a combination of dynamic fiscal rules is optimal. Moreover,
it was found that the introduction of static constraints from the Stability and Growth Pact
leads to fiscal instability.
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1 Introduction

The government plays a pivotal role in shaping a country’s economy, intervening through its ex-
penditure and revenue policies. Spending involves the use of public funds to purchase goods
and services, such as education, healthcare, and welfare, by (local) government bodies, while
the government revenue mainly comprises taxes and social contributions paid by households and
businesses (interest payments not included). The disparity between revenue and expenditure (ex-
cluding interest payments) is known as the primary balance, and if spending exceeds revenue,
it is often referred to as the primary deficit of a country. Over the course of history, govern-
ment spending and revenue have exhibited significant volatility due to economic, political, and
financial factors. Besides affecting the economy in the short and long run, government finances
also influence the level of government debt: primary deficits increase public debt, while primary
surpluses reduce debt. In addition, elevated debt levels are accompanied by additional costs to
service interest payments. Therefore, determining how much to spend and how to allocate funds
is a challenging, yet essential, task of the government. Here, fiscal policy comes into place, which
is mainly concerned with determining government expenditure and revenue over time.

Effective management of public debt policy is crucial to ensuring long-term fiscal sustain-
ability, stability, and economic growth. Fiscal policy involves the strategic use of government
spending, taxation, and borrowing to achieve (predetermined) economic goals. Whereas the pri-
mary purpose of fiscal policy is to stabilise and promote economic growth, it also addresses various
other (economic) challenges such as redistribution of income and mitigating climate change. Gov-
ernments predominantly rely on static regulations to manage fiscal policy and control government
debt levels, exemplified by the Stability and Growth Pact in the European Union and the debt
limit in the United States. However, these constraints are rigid and do not adapt to changes in the
macroeconomic environment.

Current fiscal policy lacks long-term foresight and causes unnecessary volatility and harm to
the economy. Despite the central role of fiscal policy in economic stability, recent history has
revealed its inherent volatility in the Netherlands. In the aftermath of the Financial Crisis and
the European debt crisis, policymakers focused predominantly on reducing elevated debt ratios,
a strategy that later proved detrimental to economic growth. More recently, the general policy
convention appears to have turned around with primary balances predominantly characterised
by large budget deficits, implying increased government spending and/or reduced taxes (Jacobs,
2015; Centraal Bureau voor de Statistiek, 2022; Khan, 2019; Leeuw and Bruns, 2022). The cur-
rent inconsistent fiscal policy had led to suboptimal policy outcomes and caused instability in the



public sector, as departments had to constantly adjust to fluctuating budgets. This has imposed
various long-term repercussions on society, such as the current deep-rooted issues within the tax
department, the national housing crisis, and infrastructure problems due to overdue maintenance
(Lukkezen, 2021; Vries, 2020; Wijnbergen, 2021; Algemene Rekenkamer, 2021).

In addition, it has been observed that fiscal policy was often procyclical (50%) or neutral
(25 — 35%) (Homan and Suyker, 2015). While countercyclical policy can alleviate the impact
of economic shocks and dampen the business cycle, procyclical policy tends to exacerbate eco-
nomic recessions (Jacobs, 2015). Imposing additional fiscal contractions in periods of economic
downturn inhibits economic recovery. Especially in the presence of (positive) fiscal multipliers —
a measure used to illustrate the impact of fiscal policy on the economy - it is beneficial to impose
countercyclical policy. According to Katz and Bettendorf (2023), the impact of fiscal policy on the
economy is even more pronounced during times of low growth, making investments to stimulate
growth (i.e., increase government spending) relatively inexpensive. Moreover, academic research
emphasises the importance of the permanent effects of recessions on productivity due to a loss of
knowledge and trained workforce, lagging R&D and capital accumulation and worsening financ-
ing conditions (Cerra et al., 2023). The existence of hysteresis implies that prudent fiscal policy is
imperative, such that recessions can be reduces.

Additionally, the evaluation of fiscal policy leaves much to be desired. The current indicator
of debt sustainability, the long-term sustainability gap indicator, tries to determine the balance
between future expected government expenditure and revenue (European Commission, 2017).
However, in this analysis, they fail to incorporate macroeconomic uncertainty in growth, inter-
est, and the primary balance. Furthermore, the model uses an artificially elevated interest rate,
which should act as a risk premium. However, this premium lacks any theoretical foundation (Ja-
cobs, 2020). In addition, this approach can only be used when the average interest rate is lower
than the rate of growth, which has not been the case recently.

As such, it can be concluded that there is an urgent need for a reform of fiscal policy. Current
academic literature on fiscal policy focusses primarily on optimising a restrictive objective func-
tion related to the optimal distribution of resources (see, for example, Barro (1979), Aiyagari et al.
(2002), and Bhandari et al. (2017)), and determining the current stance of the public finances by
scrutinising the relation between debt ratios and the government balances via the so-called fiscal
response functions (e.g. Bohn (1998) and Ghosh, Kim, et al. (2013)). Research has also been con-
ducted on evaluation measures. Recently, policy institutions have introduced debrt sustainability
analysis (DSA), which can be used to simulate debt dynamics in different scenarios (IMF, 2022;
Heimberger, 2023). In contrast to many deterministic models, DSA tries to incorporate uncer-
tainty embedded in the long-term development of the debt ratio. DSA can be used to identify risks
to the sustainability of debt and inform policy makers about the appropriate responses to fiscal
policy (Guzman and Heymann, 2015). Using a DSA model, different scenarios can be simulated
to gain an understanding of the development of debt and the interactions between the different
macroeconomic variables related to the projection of debt.

This thesis introduces a novel approach to assess fiscal regulations, encompassing both static
and dynamic rules, across a wide spectrum of plausible economic scenarios. Until now, DSA has
been mainly used to model the development of debt under existing fiscal policy. This research
seeks to extend on this framework by utilising it to compare various (classic) fiscal policy rules.
Consequently, evaluations of existing policy rules will be used to identify the optimal combination
of dynamic fiscal rules. Influential research conducted by Barro (1979) showed favourable results



for a neutral debt target policy, which means that governments should aim for a consistent debt ra-
tio over time. Furthermore, recent research by Bhandari et al. (2017) proposed a slight adjustment:
a gradual return towards a long-term debt goal. However, these optimisation analyses did not take
into account the influence of the business cycles nor the presence of fiscal multipliers. As such, this
analysis will draw upon the welfare optimising literature by incorporating empirical phenomena
into the optimisation problem in order to find fiscal policy that promotes macroeconomic stabil-
ity and ensures sustainable government finances. To accomplish this, drastic alterations in fiscal
policy must be avoided (i.e., minimise additional fiscal contractions and/or expansions). Large
fluctuations in government budgets reinforce the business cycle and cause instability in the public
sector, which will resonate in the economy. Moreover, fiscal policy must also control government
debt levels to remain sustainable, which can be achieved by minimising the risk of default. Lastly,
stability can also be promoted by maintaining countercyclical policies, as this tends to reduce the
impact of the business cycle.

Using a stochastic approximation algorithm, the aim of this paper is to find (countercylical)
fiscal policy that fosters fiscal stability, while minimising the probability of default, with an em-
phasis on the following research question: Does amending a neutral debt strategy with explicit
debt goals and business cycle indicators produce a strategy that is more stable, countercyclical,
and characterised by a low risk of default? Based on historical data from CPB Netherlands Bu-
reau for Economic Policy Analysis, this thesis seeks to optimise fiscal policy for the Netherlands
using a stochastic gradient descent algorithm.

The results of the benchmark scenarios and the optimisation procedure indicate that the opti-
mised fiscal policy is a significant improvement compared to the implementation of the static ad
hoc constraints (such as the debt ratio and deficit constraint of the Stability and Growth Pact) and
the dynamic neutral debt target. While the ad hoc constraints drastically reduce the risk of default,
their implementations are also accompanied by a surge in instability. The neutral debt target, on
the other hand, intervenes more gently. However, the risk of default was found to remain relatively
high in the neutral debt target scenario. In contrast to the benchmark scenarios, the optimised rule
enhances the stability and reduces the risk of default. However, it does not improve the counter-
cylical efficiency, as the policy rule was found to be acylical.

The remainder of this thesis is structured as follows. First, there will be an overview of the lit-
erature on fiscal policy, debt sustainability, and welfare optimisation. Consequently, Section 3 will
discuss the DSA framework in more detail and gives an overview of the optimisation algorithm
employed. Section 4 consists of a detailed description of the model employed in this thesis, in-
cluding a declaration of the data and assumptions used in this analysis. The next section shows the
results of the benchmark scenarios and the optimisation results. Lastly, there will be a discussion
of the results followed by some concluding remarks in Section 7.

2 Literature review

The academic discourse on the optimisation of fiscal policy is three-fold. It consists of literature
related to the analysis of current policy, research on fiscal sustainability, and there is a vast aca-
demic field on optimising fiscal policy. This section will first give an overview of current fiscal
policy analyses and the latest insight regarding debt sustainability. Consequently, we will investi-
gate the literature on the optimisation of fiscal policy from a theoretical and empirical perspective
and how this thesis contributes to the existing literature.



2.1 Analysing current policy

Initially, indicators to analyse fiscal policy were based on the accounting principle of the debt ra-
tio. The academic literature distinguishes two different approaches to qualitatively evaluate fiscal
and debt sustainability. First, the intertemporal government budget constraint (IGBC) evaluates
the present value of government expenditures compared to the present value of revenues (Hamil-
ton and Flavin, 1985). Using the IGBC, it can be determined what the current amount of debt
should be to be equivalent to the discounted future government cash flows. A second approach
was introduced by Kremers (1989), who proposed a metric to assess whether debt would explode
under current and future fiscal policies. According to him, it is sufficient to prove that the debt
ratio converges to a constant in the limit. These analyses relied on the government discount rate
to determine the present value of revenues; however, Bohn (1998), contested this approach, sug-
gesting that stochastic discounting should be used instead. According to him, uncertainty and
risk-averse agents cause government discount rates to be inappropriate. His findings later became
the backbone of the literature on fiscal response functions, one of the main pillars in the current
discourse on public debt policy assessments.

Research on fiscal response functions (FRF) has gained insight into how governments react to
fluctuations in economic conditions, with an emphasis on the relationship between debt ratios and
primary balances (Berti et al., 2016). It is an evidence-based measure used to quantify the current
fiscal response to an increase in debt. Initially, Bohn (1998) analysed the corrective measures
taken to respond to a rise in public debt. Using a univariate regression model and controlling for
wartimes and cyclical fluctuations, Bohn (1998) has found evidence for a positive relationship be-
tween primary surpluses and the debt ratio. In his paper, Bohn (1998) suggested that fiscal policy
can be evaluated merely based on the sign of the debt coefficient, regardless of the size. This is
based on the assumption that a positive coefficient would eventually lead to mean reversion. A
positive correlation between primary balance and increased debt suggests that governments take
action to limit the growth of debt by implementing fiscal consolidation when debt levels rise. Sub-
sequent studies, which have employed not only linear functions (e.g., Baldi and Staehr (2016),
Weichenrieder and Zimmer (2014), and Zedda et al. (2011)) but also more complex nonlinear
functions (e.g., Fournier and Fall (2015), Lukkezen and Rojas-Romagosa (2013), and Lukkezen,
Rojas-Romagosa, et al. (2012)), have confirmed the significant positive correlation between pri-
mary surpluses and debt ratios. However, they suggest that the size of the coefficient is decisive
for the evaluation of debt (Fournier and Fall, 2015; Ghosh, Ostry, et al., 2013; Ghosh, Kim, et al.,
2013).

Academic research on FRF has greatly contributed to the understanding of historical fiscal
policy behaviour. Extensive research was performed to distinguish fiscal response functions for
individual countries. Berti et al. (2016) compared the estimates of different studies and found a
median debt coefficient of 0.05 for the Netherlands, with a maximum slightly above 0.10 and a
minimum around 0.01. Based on their research, it can be concluded that there is a consensus on the
sign of the Dutch debt coefficient, which means that historically the Netherlands was characterised
by a tendency to adjust its fiscal policy positively in response to a rise in debt ratio.

2.2 Debt sustainability

It is essential to not only evaluate the current financial state, but also consider future fiscal prac-
tises and determine whether financial commitments will remain achievable in the foreseeable fu-
ture. Analysing the sustainability of debt involves assessing a country’s ability to meet its debt
obligations without jeopardising its long-term fiscal and economic stability. For government debt



to be sustainable, it must be solvent and liquid (Bouabdallah et al., 2017). Solvency evaluates the
medium- to long-term sustainability of government debt by examining whether future primary sur-
pluses are sufficient to repay outstanding debt. This requires that the government budget constraint
is fulfilled, i.e., the net present value (NPV) of future balances must at least equal the NPV of out-
standing debt. Liquidity on the other hand, evaluates the short-term ability to service upcoming
obligations by assessing a governments capacity to access the financial market and its cash flow
management.

The assessment of debt sustainability relies on the definition of sustainable debt. The European
Commission (EC), the International Monetary Fund (IMF) and the European Central Bank (ECB)
evaluate the sustainability of debt by assessing the solvency of the public sector, which means that
the maintenance of (unchanged) future primary balances must be sufficient to repay outstanding
debt (Bouabdallah et al., 2017; Heimberger, 2023; Guzman and Heymann, 2015). Blanchard,
Leandro, et al. (2021) on the other hand, use a probabilistic approach to assess the sustainability
of the debt. Due to the complex nature of the development of debt ratios, it no longer suffices to
focus solely on absolute debt sustainability according to Blanchard, Leandro, et al. (2021). In their
analysis, the focus is on the likelihood of escalating debt rather than the feasibility of stabilising
debt.

Research on FRF suggests that countries characterised by a significant positive debt coeffi-
cient can be considered sustainable. However, whilst this is indicative of the current position, it
is more important to look at future behaviour. To determine whether sustainability can be main-
tained, one should look at the fiscal space, which is defined as “room in a government’s budget
that allows it to provide resources for a desired purpose without jeopardizing the sustainability of
its financial position or the stability of the economy” (Heller, 2005, p. 32). When this concept
is related to the FREF, it can be seen as the distance between the current debt level and the debt
limit for it to remain sustainable. Related to this is the concept of fiscal fatigue, which occurs
when a country cannot longer use increased primary balances to counteract rising debt. Ghosh,
Kim, et al. (2013) analysed data from 23 developed countries, to determine the debt limits. They
found limits ranging from 150% to 250%, with large differences in fiscal space between countries.
For the Netherlands, they found a debt limit of 190% of the gross domestic product (GDP). These
findings are supported by Fournier and Fall (2015), who even reported debt limits above 200%
of GDP for the Netherlands. The main driver of differences in debt limits was found to be the
difference between the interest rate and the growth rates (Ghosh, Kim, et al., 2013). Furthermore,
their findings suggest that the debt limit is predominantly dependent on country-specific fiscal be-
haviour. However, it should be noted that there is no consensus on the existence of fiscal fatigue;
other research has indicated increased fiscal responsiveness in response to elevated debt levels ac-
crued during the financial crisis (Baldi and Staehr, 2016; Checherita-Westphal and 7d arek, 2017).

More recently, the debt sustainability analysis (DSA) has become popular, which is another
quantitative framework used to assess a country’s ability to manage its debt obligations. DSA
focusses on the future development of fiscal stability and economic growth. Debt sustainability
analyses allow for uncertainties to be incorporated into future projections of debt ratios. Various
policy institutions have conducted a DSA to obtain the distribution of debt developments under
current fiscal policy. Bouabdallah et al. (2017) performed a stochastic and deterministic DSA for
euro area souvereigns and created a heat map that indicates the risks of individual countries on be-
half of the ECB. In addition to the baseline model, the ECB also incorporated FRF into the DSA
framework. Using their estimated FRF, Berti et al. (2016) conducted a debt sustainability analysis
with integrated country-specific FRF to create alternative projections. Compared to the no-policy



change scenario, incorporating FRF showed on average an increase in projected debt ratios. In ad-
dition, IMF (2022) has created a DSA framework to assess debt sustainability, detect vulnerability,
and if necessary analyse alternative policy trajectories. Similar research has been conducted by
the European Commission, which emphasised the importance of the DSA framework, concluding
that the DSA framework should become the backbone of EU fiscal rules (Heimberger, 2023).

In addition, in the current debate on the definition of sustainable debt, there is controversy
about the implications of current interest rates on debt that fall short of growth rates (r < g).
Historically, it was assumed that (on average) » > g, in analysing the sustainability of the debt.
If » < g, interest payments on debt outpace economic growth, which highlights the importance
of prudent fiscal and monetary policy. However, recently, most developed economies have been
characterised by rates for which » < g. In this case, debt sustainability appears to be less of
an issue, since the debt ratio will always reach a steady state as long as the primary deficit does
not continue to rise and  remains below g (see Willems and Zettelmeyer (2022) for an elaborate
explanation). According to Blanchard (2019), very low interest rates reduce the cost of public
debt, which means that higher debt levels are no longer necessarily associated with higher fiscal
expenses. However, this has caused controversy among economists. First, higher debt levels were
claimed to come with a higher risk of rollover (more debt must be refinanced), even when r < g
(Mauro and Zhou, 2020; Moreno Badia et al., 2020). Second, an increase in debt levels may
cause a crowding-out effect (resulting from a rising interest rate caused by higher debt levels).
Additionally, even if debt sustainability is no longer a problem if the interest rate is lower than the
growth rate, it is still uncertain whether this will remain. Therefore, to determine the optimal fiscal
policy, both scenarios must be taken into account.

2.3 Optimal fiscal policy

The academic field on optimal fiscal policy consists of theoretical and empirical aspects, which
will be discussed in the following section. While theoretical models primarily focus on optimising
a restrictive objective function, often centred on the optimal redistribution of resources, they may
not fully account for empirical considerations, such as the influence of the business cycle and the
presence of fiscal multipliers. As such, besides determining optimal fiscal policy from a theoretical
perspective, this section will also look at (optimal) fiscal policy in an empirical framework, taking
into account societal preferences and practical restrictions to complement the theoretical insights.

2.3.1 Theoretical optimisation

Extensive research has been carried out on determining welfare-maximising fiscal policy rules us-
ing (adaptations of) Ramsey allocation planners. The Ramsey model is an economic framework
used to study the optimal allocation of resources over time to maximise individual welfare or util-
ity using representative agents (Ramsey, 1928). Starting with Barro (1979), who considered how
different fiscal policies, including public debt, affect the welfare of current and future generations.
His simplified model examines the interactions between different generations of individuals in an
economy. His key finding highlights that maintaining consistent taxes over time is preferred to
fluctuating taxes, due to convex costs of taxes. According to him, this policy can lead to more
predictable and stable welfare outcomes for all generations. Hence, in the presence of convex tax
costs, Barro (1979) suggests that it is preferable to absorb shocks through fluctuations in govern-
ment debt, rather than maintaining volatile tax schemes. This implies that debt follows a random
walk.



While this model has been highly influential and valuable, it relies on some very strong as-
sumptions, e.g. perfect foresight and rational expectations, homogeneous households, and be-
havioural aspects Lucas Jr and Stokey (1983) extended on Barro’s model by incorporating infinite
horizons, continuous time, money, and policy rules. Their research has offered valuable insights
on the interplay of fiscal and monetary policies, government debt dynamics, and intergenerational
welfare, yielding three key lessons: 1) the government’s present value budget constraint must be
satisfied (i.e., budget deficits may occur in specific periods, but they must be offset with surpluses
in other periods); 2) continuous budget balance is not imperative; 3) state-contingent debt is vital
for optimal fiscal policy in complete markets (Lucas Jr and Stokey, 1983, p. 77).

In contrast to the aforementioned research with complete markets, Aiyagari et al. (2002) as-
sumed incomplete markets with one-period risk-free government borrowing, where agents face
uncertainty and cannot fully protect themselves against idiosyncratic risk. Based on this model,
they confirmed that the first and second lessons drawn by Lucas Jr and Stokey (1983) roll over
in their adapted model, while they modify the importance of state-contingent debt depending on
the properties of the incomplete market model. The most recent research related to this strand
is conducted by Bhandari et al. (2017) who analysed an economic framework that accounts for
stochastic interest rates, revenue and growth. Their model is largely in line with Aiyagari et al.
(2002), however, Bhandari et al. (2017) introduced a model in which agents cannot bear the finan-
cial burden of paying positive lump sum taxes. The results of their optimisation process indicate
that the most favourable approach is to maintain a debt target, which is gradually attained in the
long run. This implies that the government should take a slow and cautious approach when aiming
at its desired debt level.

Hence, it can be concluded from a theoretical perspective that optimal fiscal policy should lead
to a consistent (neutral or explicit) debt target in the long run. These models, however, do not take
into account empirical and practical constraints and the existence of business cycles.

2.3.2 Empirical considerations

Empirical research on optimal fiscal policy has a strong connection to the relationship between fis-
cal policy and economic fluctuations. From a macroeconomic point of view, fiscal and monetary
policies are two essential tools that governments and central banks use to manage and stabilise the
economy of a country and mitigate economic shocks (Blanchard, Amighini, et al., 2017). Fiscal
stimulus, i.e., increased government spending and/or reduced taxes, is meant to increase dispos-
able income, which should cause aggregate demand to rise. On the contrary, fiscal consolidation
allows the government to reduce economic activity, which can help control inflation. In addition to
fiscal policy, the economy can also be regulated using monetary policy, which involves controlling
the money supply and interest rates (Blanchard, Amighini, et al., 2017). Monetary policy aims to
influence the cost and availability of money in the economy to control inflation, economic growth,
and unemployment. In contrast to fiscal policy, monetary policy is set by the central bank.

Empirically, it was found that the implementation and design of these policies come with many
restrictions for central banks and governments. First, the European Central Bank (ECB) sets the
monetary policy for all euro nations, which implies that all countries in the monetary union share
the same monetary policy. Due to this structure, the adaptive power of monetary policy is limited
(Hartmann and Smets, 2018). Additionally, a zero lower bound was imposed on the interest rate,
which restricts the ECB to set a nominal interest rate below zero percent. This was found problem-
atic during the financial and euro crisis, when central banks could no longer spur economic growth
by reducing the interest rate, a concept also known as the liguidity trap (DeLLong and Tyson, 2013).



Furthermore, in order to determine which policy to impose to stabilise the economy, policy
makers have to deal with a large degree of uncertainty. First, when making policy decisions, pol-
icy makers must rely on educated estimates of the development of macroeconomic variables that
affect the economy, such as growth, inflation, and interest. The academic domain pertaining to
growth models alone is of substantial magnitude (see Cerra et al. (2023) for an extensive overview
of growth models and business cycles). Furthermore, recent events have shown that the uncertainty
embedded in inflation can also take on large magnitudes (CBS Statistics Netherlands, 2023). Akin
predicting growth, large advances are made in predicting inflation (Stock and Watson, 1999; Koop
and Korobilis, 2012). However, it was found that the creation of accurate forecasts remains chal-
lenging, even within short time horizons (Cecchetti, 1995; Cecchetti et al., 2000).

Moreover, there is still an ongoing debate about the effects of macroeconomic interventions.
This effect is commonly referred to as the fiscal multiplier of the intervention. Fiscal multipliers
measure the (short-term) effect of government spending on the economy measured by GDP (Ba-
tini et al., 2014). It indicates the percentage changes as a result of a 1% change in government
spending as a percentage of GDP. A larger multiplier implies a larger impact on the output. Previ-
ous research has demonstrated that the effectiveness of fiscal policy is not unambiguous (Brainard,
1967; Ilzetzki et al., 2013). More recent literature suggests that fiscal multipliers are asymmet-
ric and cyclical (e.g. Auerbach and Gorodnichenko (2012), Barnichon et al. (2022), Berge et
al. (2021), Cacciatore et al. (2021), and Fotiou (2022)). Katz and Bettendorf (2023) conducted
an extensive literature review of empirical analyses, including (panel) analyses of VS, EU, and
OECD, investigating the impact of government spending. The results of their study showed that
multipliers tend to be higher during economic downturns and when linked to restrictive policy
modifications, due to the presence of inflexible wages and borrowing limitations for households.
Combining these findings, during recessions, restrictive policy multipliers are estimated between
1 and 2.7, and expansionary policy multipliers between 0.5 and 4.5. For non-recession periods,
restrictive policy estimates range from 1 to 2.7, and expansionary policy estimates from -0.3 to 2.2.

Variations in the fiscal multiplier can be attributed to the fact that the effect depends greatly on
the specification of the model and the underlying assumptions, leading to diverse outcomes among
various models (Blanchard, Amighini, et al., 2017). Even in the absence of uncertainty in all other
variables, it remains challenging to distinguish the effect of interventions, as policy responses in-
volve behavioural aspects that complicate the analysis. Given the presence of anticipating agents
(e.g. households and firms), identifying suitable policy measures should be considered as a strate-
gic game. In this framework, the problem can be seen as a (repeated) game with asymmetric
information and agents with different (political) incentives. The results of such analyses stress
the importance of credibility and commitment of the government to ensure their policy success
(Backus and Diriffill, 1985; Braun and Tommasi, 2004; Saulo et al., 2013).

2.4 Integration of the literature

Over time many different comprehensive models have been developed, which have provided us
with valuable information regarding the current financial position, debt sustainability, and optimal
fiscal policy. There seems, however, to be a sharp division between these strands. Academic re-
search on FRF has greatly contributed to the understanding of (historical) fiscal policy behaviour
and the underlying dynamics of macroeconomic variables. However, this research mainly focusses
on past actions rather than projecting future scenarios. In addition, literature on debt sustainability
has given us valuable tools to evaluate current policy, such as the DSA framework and the recent
probablistic approach towards debt sustainability. Lastly, the academic field surrounding the opti-



misation of fiscal policy has provided us with the insight that theoretically a consistent debt target
should be aimed at, however, this does not account for business cycles or the presence of fiscal
multipliers.

This thesis attempts to incorporate these different strands, looking for optimal fiscal policy not
only from an individual welfare point of view, incorporating the empirical considerations, and tak-
ing into account the sustainability requirements. It will build on existing literature using the DSA
framework to compare different fiscal policies, based on theoretical optimisation outcomes, and
identify the most appropriate policy given the economic conditions. The understanding acquired
from welfare optimisation models and empirical fiscal response functions will be used to simulate
anchors for fiscal policy.

3 Theoretical framework

Firstly, this section will provide an overview of the theoretical framework employed for forecasting
debt ratios and other macroeconomic variables that influence debt dynamics. Consequently, there
will be a detailed description of the objective of this analysis and the benchmark scenarios used
to compare the optimised fiscal policy. Lastly, there will be a discussion on the optimisation
approach.

3.1 Debt sustainability analysis framework

Determining reliable estimates of the NPV of government assets and its future usability pose
a great challenge for evaluating the sustainability of debt (Bouabdallah et al., 2017). As such,
analytical research often relies on long-term projections of debt ratios to create expectations of the
future capacity to service debt. A commonly used debt accumulation equation is given as follows:

D; = (14 1) Dy_y — PBy, Vi=1,..,T. (1)

This equation calculates the current level of government debt (D;) by multiplying the debt stock
in the previous period (D;_1) by the implicit average interest rate (1) and subtracting the primary
balance (PB;), which is government revenue minus spending (excluding interest payments) in
the year ¢t. The government debt consists of all outstanding obligations of the (local) government
and social institutions (Rijksoverheid, n.d.). In addition, the implicit interest rate is a weighted
average of the interest rates on the debt acquired previously. Governments can acquire debt by
selling interest-bearing government bonds. The interest rate on the government differs over time,
depending on market conditions, policy considerations, and the term structure of the bond. Hence,
the total interest rate on the debt stock is not characterised by a single rate; as such, it is common
to use the weighted average of the interest payments as interest rate.

As debt is commonly analysed as a percentage of GDP, all terms are divided by nominal GDP
(Y:) — a compound measure of the size of the economy — which results in
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To obtain (3) from (2), Y; is replaced by (1 + g;)Y;—1 in the first term of the right side of the equa-
tion, which can be explained by the fact that GDP in time ¢ (Y}) can be calculated by multiplying
GDP in the previous period (Y;_1) by the nominal growth factor (1 4+ g;). Furthermore, (4) can
be obtained using lowercase symbols to indicate variables expressed as percentage of GDP and
rearranging the terms.

The model employs nominal terms for all variables, which means that the variables are not
corrected for inflation. Adopting nominal terms makes the projection more straightforward and
allows for a better understanding of the debt dynamics. In addition, international budgeting rules
and financial obligations are commonly in nominal terms, which also advocates for an analysis
in nominal terms. The downside of nominal terms is the lack of correlation between growth and
interest rates. In the real world, high growth rates are often accompanied by high interest rates
and vice versa due to the fact that inflation affects both variables. Without taking inflation into
account, it may occur that circumstances featuring very high interest rates and low growth rates
arise, creating overpessimistic scenarios. This should be taken into account when using this model.

In order to project debt, the underlying macro-economic variables, (g, 7; and pb;) must also be
projected. Understanding the behaviour and interactions of these variables is of utmost importance
for reliable projections.

3.1.1 Growth

Whereas traditionally growth theories relied on exogenous factors, growth is commonly seen as
endogenous, which implies that long-term growth of economies depends on internal factors (Blan-
chard, Amighini, et al., 2017). The introduction of endogenous growth theory has spurred a whole
new class of research (see, e.g., Howitt (2010), Romer (1994), and Shaw (1992)). Although there
is still an ongoing debate on exploring and refining the determinants and interactions of growth,
endogenous growth theory has been found to be very influential in shaping policy discussions and
understanding the role of institutions. A consensus was reached about the importance of internal
factors in modelling economic growth. As such, in this model, growth rates will be simulated
endogenously using the following equation

gt =c1gi—1 + (1 —c1)gt + c2ADP — c30G—1 + wy, Vte=1,...,T. 3)

Within this model, growth (g¢) is projected as a weighted average of the growth lag (g;—1) and
potential GDP growth (¢g7). Additionally, the impact of changes in fiscal policy (ADPy) is also
included, using a fiscal multiplier denoted by c3. To guarantee a closed output gap, a cyclical
closure is added. The output gap is defined as the difference between actual and potential output
as a percentage of potential output (OG; = (Y; — Y})/YF,Vt = 1,...,T). The potential output
level refers to the maximum sustainable level of economic output that an economy can achieve
when all resources, including labour and capital, are fully utilised (Jahan and Mahmud, 2013).
The actualised output Y; tends to float around the potential output level Y/, which will be denoted
with a superscript p. In contrast to real output, potential output cannot be observed and must be
determined based on the (country-specific) production function. A common approach is to com-
pare potential employment with structural employment adjusted for equilibrium unemployment to
obtain potential output (Dicou, 2022). The output gap can be either positive (actual output sur-
passes potential output) or negative (vice versa).

The growth model employed is in line with the endogenous growth model specified by the
ECB in their DSA model. All coefficients are set in accordance with estimates of Bouabdallah
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et al. (2017). The coefficient c; represents the autoregressive coefficient of g and is set at 0.55, c2
represents the fiscal multiplier, set at -0.55. Lastly, c3 is the elasticity with respect to the output
gap, set at 0.4. In addition to the endogenous growth model, a shock (w), is also introduced,
which is drawn from the historical distribution of shocks (centred to zero).

3.1.2 Interest payments

The interest payment on the currently outstanding government debt is determined by the interest
rate ;. This rate is a weighted average of the historical interest rates as the interest rate of debt
is determined at the moment of acquisition. Therefore, the interest payment is not equal to the
current market interest rate. Given that the current average interest rate is a weighted average
of historical interest rates, it must be autocorrelated. This was also empirically confirmed using
data from the CPB Netherlands Bureau for Economic Policy Analysis from 1981 to 2022. The
autocorrelation of the first lag of the historical average interest payment was 0.933. Furthermore,
the Augmented Dicky Fuller test failed to reject the presence of a unit root (ADF = —0.196,p =
0.94). Therefore, the average interest rate on debt is simulated using a random walk with zero
lower bound, which is given by

ry = max{0, 71 + it }, vti=1,..,T. (6)

Updates of the average interest rates (¢;) are drawn randomly from the historical distribution of
innovations with an expected value of zero. In addition, the zero lower bound is induced by the
maximum function, which prevents negative interest rates.

3.1.3 Primary balance

In contrast to growth and interest, the primary balance can be influenced by external parties, such
as policymakers. Primary balance can be broken down into two parts, structural primary bal-
ance and cyclical components. First, the cyclical components refer to changes in government
revenue and expenditures that occur as a result of natural fluctuations in the economy’s business
cycle. Commonly, in periods of economic expansion, revenue tends to increase and expenditure
decrease, while in periods of contractions the opposite occurs. Cyclical components are often the
automatic stabilisers of the system - mechanisms that adjust government revenue and spending in
response to changes in the economy to dampen impact of fluctuations (Mohl et al., 2019). Second,
the structural component of the primary balance refers to the part of the primary balance that is
not affected by short-term economic fluctuations or cyclical changes. This component looks at the
sustainable level of government spending and revenue over time (Abdel-Kader, 2013).

In this analysis, the primary balance (pb;) will be modelled using
pby = DPy + m + Bwr + €, vVi=1,..T, @)

in which D P, refers to the discretionary policy imposed to implement explicit policy changes with
respect to the basic path ;. Discretionary policy can be used to respond to changes in the environ-
ment and to implement explicit policy decisions. The basic path represents the expected long-term
primary balance from time ¢ onwards. The presence of a basic path allows us to incorporate finan-
cial trends, such as ageing costs. Lastly, the primary balance is also characterised by uncertainty,
consisting of two parts: Sw; + €;. Primary balance is affected by (unexpected) growth shocks (w;)
with elasticity 8. Elasticity was found to be 0.6, based on historical data from the Netherlands,
and confirmed by the European Commission (Mourre et al., 2014). Furthermore, ¢; is the shock in
the primary balance independent of growth, drawn from the historical distribution of shocks with
the first moment equal to zero.
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3.2 Benchmark Scenarios

In order to evaluate the optimised fiscal policy, four benchmark scenarios will also be simulated.
Benchmark scenarios show how the debt ratio evolves under different (academically determined)
policy rules.

3.2.1 Baseline scenario

The baseline scenario shows how the debt ratio would evolve according to the model described
above without explicit government interventions or constraints, i.e., DP; = 0,Vt = 1, ..., T. Thus,
the primary balance is solely determined by the basic path and (economic) shocks.

3.2.2 Stability and Growth Pact Scenarios

The Stability and Growth Pact (SGP) is an agreement among member states of the European Union
to ensure fiscal discipline and sustainable government finances. According to the SGP, each mem-
ber state in the monetary union must adhere to two budgetary rules with respect to its deficit and
debt. The debt ratio must remain below 60% of GDP, while the deficit cannot exceed 3% of GDP
(including interest payment). Violation of these rules can lead to (monetary) sanctions (Blanchard,
Amighini, et al., 2017; European Commission, 2023). However, strict enforcement of these static
restrictions was found to be difficult. Along the way, various reforms were implemented, incor-
porating several exceptions to create more fiscal space for member states to adapt to changing
economic circumstances (European Commission, 2023).

Although the static budgetary rules of the SGP were never strictly invoked, it remains inter-
esting to depict how debt and primary balances would evolve if a country strictly adheres to the
budgetary rules. To simulate what would happen if member states strictly adhere to these rules,
ad hoc constraints are imposed in the model. This implies that as soon as a constraint is violated,
corrective action is immediately taken.

The ad hoc debt ratio constraint can be implemented using
DP; = max{d;—; — UB, 0}, Vi=1,..,T. ®)

This equation evaluates the debt ratio at the end of the previous period. If the constraint of the
debt ratio is violated, then the adjustment term (DPFP;) is invoked, modifying the primary balance
in this period in such manner that the excess debt in the previous period is compensated. For the
SGP debt constraint, an upper limit of 60% is imposed (U B = 0.60).

For the deficit constraint, it must be assessed whether the current primary deficit (including
interest payments) remains below the constraint PB. Interest payment can be obtained by multi-
plying the current implicit interest rate by the debt stock at the end of the previous period. Whereas
the debt ratio can be addressed by implementing a form of backward compensation, the deficit con-
straint must be rectified in the present period, which complicates the procedure. Given that it is
impossible to have all information in the current period to calculate the realised primary deficit
and interest payment, this analysis will resort to the following proxy:

DP; = max{PB — (pb; — R;),0} 9)
= max{PB — m; — fw; — € + Ry, 0}, vt=1,..,T. (10)

This equation is based on the assumption that the growth shock (w;) and the primary balance shock
(e¢) are known before the end of the year and that the government can take corrective action in the
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same year. Moreover, as interest payments as a percentage of GDP (R; = ”[;/2*1 WVt =1,...,7)

are not yet known, expected interest payments R, = %,Vt = 1,...,T will be used, with
7y = ry—1,Vt = 1,..., T, which is the expected interest rate éonditional on ¢t — 1. Furthermore, the
expected value of GDP is obtained by multiplying the GDP in the previous period by the potential
growth rate Y; = (1+ ¢¥)Y;—1,Vt = 1,...,T). Using this proxy, the primary deficit constraint
is enforced by invoking the adjustment term (DP;) when the primary balance minus the interest
costs exceeds the deficit constraint. In addition, the default notation will be primary balance
instead of primary deficit; the primary deficit can be obtained by taking the negative counterpart
of the primary balance. Similarly to the debt-ratio constraint, the primary balance will be adjusted
in the event of violation of the constraint.

3.2.3 Neutral debt target

The neutral debt target scenario is based on the academic literature indicating that in the long term,
the government should aim for a consistent debt ratio (Barro, 1979). A constant debt ratio can be
achieved by adjusting the primary balance in such a way that, in expectation, the debt ratio in the
upcoming period matches the debt ratio in the present period, conditional on the previous period
(Ft—1)- This leads to the following relation:

E [d¢| Ft—1] = di—1, vt=1,..,T. (11)

The left side of this equation can be rewritten into

(147
E [dt‘Ft—l] = E 1 —l—gzdt_l _pbt ft_1:|

:1+7“t

=K di—1 | Fi—1| — E|pb;| Fi_
_1+gtt1 t1:| [pt|t1]
(147

=E Fi1| di—1 — E [pb, | Fi—1] .
] s~ E 7]

Rearranging the terms indicates that the expected primary balance should be equal to

1+7’t
E [pb, | Fi—1] = |E — 1| Feq| de—q. 12
[pby| Fi—1] [ <1+9t> ‘ t 1] t—1 (12)

Using (7) to obtain the expected value of primary balance in the model, we obtain

E [pby| Fi—1] = E [DP; + ¢ + Bwi + €| Fi—1] (13)
= E [DP¢|Fi—1] + E [m¢| F—1] (14)
= DP; + 7. (15)

This can be explained by the fact that the (conditional) expected value of w; and ¢; is equal to zero
for all ¢. In addition, DP; and 7 are independent of time ¢ — 1 and are not influenced by any
stochasticity.

Hence, to fulfil the condition that the primary balance is consistent in expectation, it must be
ensured that

1
DPy +m = [E < + rt) -1 -7:1:—1} di—1, (16)
14 g
1
DP, = [E < * Tt) -1 .7'}_1} dy—1 — 7. A7)
1+g:
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However, this requires the expected value of ﬁ;ﬁ , conditional on F;_;. Obtaining the ex-

pected value of the ratio is computationally intense and challenging due to the interaction between
primary balance and growth embedded in the model. As such, the model employed in this thesis
will use a simplification to approximate the expected value, using

DP; = (1 e 1> di g — 7, Vi=1,..T, (18)
1+ g

in which 7y is the expected value of r; conditional on ¢ — 1, which is equal to r;_1, and §; is

the long-term expected value of growth, proxied by the expected long-term value of growth (g?).

Although this is a strong assumption in the model, an ex post evaluation of this shortcut indicated

that the difference is relatively small, see Appendix A. In addition, 7, is subtracted to determine

the adjustment relative to the basic path. It should be noted that the term (H":’f — 1) di_1 =

1+ge

Gigi) di—1 — dy—1 can be interpreted as the expected change in the debt ratio due to the interest
1+7%
1+g¢

and growth dynamic, since the first term (( ) dy—1) is the expected new debt ratio from which

the old debt ratio (d;_1) is subtracted.

3.2.4 Explicit debt target

The explicit debt target is similar to the neutral debt target, except in this scenario the debt should
converge to a predetermined debt target rather than remaining consistent in the long term. In
this scenario, the debt target is set at 60% of GDP, which is in line with the SGP budgetary
rule. Furthermore, according to the excessive debt procedure, if the restriction is violated, this
excess must be reduced by 1/20 on average every year. This leads to the following function for the
adjustment of primary balance

_

DP; = ( ki 1) diy + & — 7, Vi=1,..,T, (19)
1+ gt

& = (ds_y — 0.60)/20, Vi=1,..T. (20)

3.3 Objective

Using stochastic optimisation, the objective of this thesis is to determine fiscal policy that satisfies
multiple objectives. First, fiscal policy aims to create macroeconomic stability, which requires
consistent fiscal policy (i.e., no sudden contractions nor expansions). Inconsistent budget allo-
cations result in suboptimal policy outcomes. When policy decisions oscillate greatly over time,
their efficacy is frequently compromised. Hence, fiscal policy and especially discretionary policy
— deliberate and active decisions made by policymakers to adjust government spending and tax-
ation in response to short-term economic conditions — should promote stabilisation (Studiegroep
Begrotingsruimte, 2020).

In addition, the aim is to avoid situations in which debt becomes uncontrollable and grows
rapidly. Minimising default risk is essential to maintain fiscal sustainability and macroeconomic
stability. High debt ratios are detrimental to the financial position of a country and reduce the fis-
cal space that countries have to mitigate economic shocks (Studiegroep Begrotingsruimte, 2020).
However, low debt ratios are not always desired either, given that low debt ratios require fiscal
consolidation, which has a negative effect on economic growth (Jacobs, 2015; Teulings, 2016;
Teulings, 2020b). Moreover, given the current low interest rates, it may be beneficial to borrow
more money to support macroeconomic trends (Caballero et al., 2017).
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Lastly, ideally, fiscal policy is countercyclical. Countercyclical policy diminishes the business
cycle and can dampen the consequences of economic shocks, especially in the presence of (large)
positive fiscal multipliers. Due to government interventions in through periods, unemployment
can be diminished which stimulates the economy and diminishes the impact of negative shocks.
According to Katz and Bettendorf (2023), the multiplier effect is especially high during periods,
which makes countercyclical interventions even more valuable. Furthermore, recently Cerra et al.
(2023) found extensive evidence for the presence of hysteresis in their review of the current theo-
retical and empirical literature. Hysteresis refers to the idea that temporary shocks or disruptions
can have long-lasting effects on its growth potential of an economy. This suggests that the impact
of negative economic shocks can persist even after the initial shock has subsided, leading to a
reduction in the economy’s long-term growth rate. In contrast to the convention that the wrong
intervention would only induce increased GDP volatility, the presence of hysteresis would imply
that errors could have permanent effects. Hence, it can be concluded that in this new framework
the need for countercyclical policy should be further emphasised.

3.3.1 Discretionary Policy function

This analysis will employ a linear function form for the discretionary policy component (DF),
which will be used to identify fiscal policy that meets the desired objectives. In the welfare opti-
mising literature, the findings of Barro (1979) were very influential, advocating the preservation
of a constant debt ratio. Subsequent research Bhandari et al. (2017) concluded that an explicit
long-term debt target should be aimed at. Moreover, as the aim is to construct a countercyclical
policy, the discretionary primary balance function must also contain a term reflecting the current
state of the economy. This has led to the following functional form for the adjustment term

.
DP(0); = Ogds_1 + 01 0Gy_1 + 05 <1 ]

— 1) di_1 +63(d—1 —0.60) —m ¥Vt =1,...,T.
T > t—1 3( t—1 ) Tt

2D

In this equation, the vector @ = [0, 61, 02, 03] represents the relative weights of the different com-
ponents affecting the adjustment (DP;) of primary balance. The adjustment term can be seen as
an adaptation of Barro (1979) (which can be achieved with 05 = 1 and 6y = 6; = 03 = 0)
combined with an implementation of the findings of Bhandari et al. (2017) advocating a long-term
debt target (set at 60% in this model). Moreover, the lagged output gap (OG;_1) is included as a
measure of the state of the economy. As such, discretionary policy will be a function of the debt
ratio at the end of the previous period, the lagged output gap, an interaction term between r, g and
d¢—1 which is constructed in line with the debt target scenarios, and a small adjustment term to
introduce an explicit debt target.

3.3.2 Objective function

This functional form of discretionary policy combined with the various objectives has resulted in
the following problem specification. Firstly, the aim is to minimise changes in primary balance
to reduce sudden contractions and expansions. This can be achieved by minimising the standard
deviation of the first difference of the policy adjustments (oA pp(g))- Changes in discretionary
policy (ADP(0); = DP(6); — DP(0):_1) indicate additional expansions (ADP(0); > 0) or
contractions (ADP(0); < 0), while a constant adjustment term means that there are no additional
policy changes with respect to the previous period. As the aim is to minimise the volatility in
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changes in fiscal policy, the objective of this thesis is given by:

in .JJ(0) = mi 22
i (6) M A DP(9) (22)

7, (ADP(9), - ADP(B))

— mi . 23
"o T-2 9

In this equation, ADP(0) represents the average of the vector containing ADP(0), = DP(0), —
DP(0);_; fort = 2,...,T, obtained using

T
ADP(6) = % > ADP(0),. (24)
t=2

Note that ADP; starts at ¢ = 2, because of the difference term.

Furthermore, to ensure that debt levels do not explode, nor reach such low levels that it can be
harmful to the economy, the debt ratio will be restricted: d; € [30%,80%]Vt € 1,...,T, which
restricts the admissible path of the debt ratio. Debt constraints can be chosen depending on the
risk preference of a country. In addition, the constraints can also be used to restrain debt ratios
to a predetermined range (which is, for example, required for the Stability and Growth Pact). For
this study, a loose lower limit was selected to provide the optimisation process with more space
to locate an optimal solution. On the other hand, the upper bound is characterised by a tighter
constraint to reduce the default risk. Moreover, from a political perspective, there is little support
for high debt ratios (Teulings, 2020a). However, many economists agree that higher debt ratios
can actually be beneficial (Bezemer, 2020). As such, it was chosen to allow the debt ratios to rise
above 60% of the Stability and Growth Pact, but must remain below 80%.

Lastly, the degree of countercyclicality will not be implemented explicitly in the objective, but
rather be used as an evaluation measure. Although fiscal policy is preferred to be countercyclical,
it is difficult to determine an optimal level of countercyclicality. Additionally, given that fiscal
policy must be set in advance and the timing of business cycles is hard to predict, it was chosen
not to use this as the main objective.

3.4 Stochastic optimization

In order to find an optimum value for a stochastic problem, several stochastic optimisation tech-
niques can be employed. Stochastic optimisation is a category of optimisation methods that lever-
age random sampling to estimate the objective function or gradients. Among the stochastic op-
timisation techniques, stochastic approximation (SA) is a well-known method. SA is an iterative
optimisation technique used to approximate the solution of an optimisation problem when the ob-
jective function or its gradients are not deterministic (Ketkar, 2017). Given the random nature
embedded in stochastic problems, the objective function or gradients cannot be computed exactly.
As such, SA uses estimates of a random sample to approximate these values in each iteration.

Given an initial configuration 8¢, SA algorithms iteratively update estimates of the solution of
the optimisation problem using
Or+1 = Ok + exG(0k), (25)

until it has converged or a stopping criteria has been reached. In this equation, the solution 8y, is
iteratively updated with €, the stepsize - also known as the learning rate - and G(-) the descent
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direction. The descent direction of the algorithm can be any vector d(€) such that V.J(0)d(0) < 0.
A commonly used driver for updates is the negative gradient —V.J(8), for which V.J(8)d(8) < 0
clearly holds. Furthermore, for the stepsize, the following criteria must hold:

o0 o0
D en=o0and » € < oo. (26)
n=1 n=1

These criteria ensure that the series 6,, is not bounded, implying that all possible values of € can
be reached (Vazquez-Abad and Heidergott, 2023).

For stochastic problems, it is not possible to obtain the exact gradient. As such, stochastic
gradient descent (SGD) algorithms use randomly sampled subsets of data to estimate the gradient
of the objective function J(€). For SGD, it holds that G(-) is determined by an estimate of the
gradient Vg.J(0).

3.4.1 FD estimator

There are several methods to estimate the gradient Vg.J(0). A commonly used method is the cen-
tral finite-difference approximation (FD), which evaluates the objective function at nearby points.
FD computes estimates of the partial derivatives by taking the difference between the evaluations
of the objective function at points slightly perturbed along each dimension and dividing it by the
perturbation step size cg, which results in

Vo, J (0r) = . ; 27)

J(Or,0,0k,1, - Oki+ s Okm) — J(0r0,06,1, -, O0ki — Chy -, Ok )
2c

)

Aek,i‘] (0r) =
(28)
in which Ay, ,J((0)y) represents the central finite difference estimate of the i-th partial deriva-

tive of the objective function, in iteration & of the gradient descent algorithm.

The FD estimator is relatively easy to implement, however, it is a biased estimator charac-
terised by a considerable variance. This may reduce the efficiency of the optimisation process.
The biased approximation is given by

011 =0k — €, (VoI (0,)" + Bn(6,)) - (29)

From (29) it can be observed that the descent direction consists of the negative gradient and a bias
term (5,,(60,). Biased estimators can be used in stochastic approximation algorithms as long as
the bias term converges to 0 in the limit (i.e., 8,(6,) — 0) must be ensured) (Vazquez-Abad and
Heidergott, 2023). This relates to a third condition on the stepsize and the bias:

n=1

This condition entails that the sum of products of €, and the norm of the bias term || 3,(6,,)|| to
infinity is finite, ensuring that bias term converges. This is a necessary condition for an accurate
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and reliable gradient estimate. For the central FD estimator, the following holds (using Taylor
series expansion)

0J (0
J(9k70, Hk,h . 79k,i + Cky - - - ,Gk,n) = J(Gk) + cké)@(k%) + O(Cz) (31)
Substituting this into (28), leads to
(700) + e S + O(ch)) = (7(00) — gt + O(cD))

Ao, T (0r) = ’ 5 ’ (32)
2055 4+ 0() - +0(}) -

N 2cp

8J(8r)  O(c})
= . 4
89]“ + QCk (3 )

= T2¢
finite difference estimators approaches zero, as the step size approaches zero. This makes the finite
difference estimator a valid estimator for the gradient. As such, theoretically, the finite difference

estimator should converge to the true (partial) derivative.

2
Therefore, based on (3% (6k) O(c:) , it can be concluded that the bias term for each of the central

3.4.2 IPA estimator

Besides the FD estimator, the gradient can also be estimated using the infinite perturbation anal-
ysis (IPA) estimator. This estimator requires the objective function to be Lipschitz continuous,
which is a necessary condition for the interchange of the derivative and expectation. Given the
linear dependence in the problem, it can be concluded that Lipschitz continuity should be no prob-
lem. For simplicity, the derivation in this section makes use of the variance instead of the standard
deviation; however, the same procedure can be applied to the standard deviation by inserting a
square root and should result in a similar outcome.

Using the IPA estimator, the following partial derivatives can be obtained

0 o] 1 & —

1 & 8_ R
_ - Y _ 2
=7 ; 3 (ADP, — ADP)

2 & (9 R
= ADP, — ADP) | —ADP, — —ADP

T—2§( ! )<69i T >

QET:(ADP — ADP) iDP —iDP —iADP Vi=0,1,..,3
— T _9 t 801 t BGZ t—1 89@ ) t=U1,..,9,

Il
)

t
(35)

which illustrates that the partial derivatives depend on the partial derivatives of DP;, VvVt =1, ..., T.
Using the recursive relations between the variables, partial derivatives of discretionary policy term
(DPy) can be derived. Given that the initial values are constants, the following partial derivatives
of ¢ = 0 can be obtained

B B d B
—~_DPy =0 —~_DPy =0 —~_DPy =0 = _DPy=0.
00, 0T 00, 0T 00y 0T 003 "
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Proceeding to the next period results in the following partial derivatives for DP;

0 147 0 0
—DPy=d ) 1 0 do+0
00 L O+(O+ 2<1+gl >+ 3)89 0+ 18900G0
82 max{dy — UB, 0}+ 0 mm{do LB,0},
)
0 + 7 0 0
—DP 1
ag, PP = OGo + (6o + 02 <1+g1 ) —1-93)89 d0+91861 0Gy
8(2 max{dy — UB,O}—l—imin{do—LB,O},
0 147 + 7 0 0
—DP1=|——-1]4d 0 1% -1 03)—d 01—
a6, P11 (1+§1 > o+ (0o + 2<1+ . >+ 3)892 0+ 18920G0
32 max{dy — UB,0}+imin{dofLB,O},
2
0 147

—_DPy = (dy — 0.60) + (6 + 02 (

0 0
90 — 1) + 93)80 do + 61— OGj

1+ 4 003
0 max{dy — UB 0}+imin{d — LB,0}
89 X4do — ; 893 0 3 .

These functions require partial derivatives of the auxiliary variables dy, OGo, max{dy — UB,0}

and min{dy — LB, 0}. Given that the initial values do not depend on 6, the following holds for all
1=0,...,3

iOG() = 0, id() =0 iHlaX{d() - UB,O} = O,

a0, 20, T max{dyp — LB,0} = 0.

90
06,

Substituting these values into the partial derivatives of DP; results in

8‘300131 do,

a‘lepl = 0G,,

88920131 - G:’; — 1) do,
a(ZBDPl (do — 0.60)
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For the next period, the same approach can be applied, leading to

0 1+ 7o 0 0
——DPy=d 0o + 6 1 0 di+0
a6, 0F2 = 1+ (60 + 2<1+92 >+ 3)89 1+ 18000G1
82 max{d; — UB, 0}+ 0 m1n{d1 LB,0},
0
0 + 7 0 0
—DP 1
9, 9 = OG1+(90+02 <1+g2 )—1—93)89 d1+918000G1
8(2 max{d; — UB,0} + i min{d1 — LB, 0},
0
0 B 1+ 79 + 79 0 0
892DP2_<1—|—§2 ].> d1+(60+62<1+ 2 1>+03)890d1+918900G1
32 max{d; — UB,0} + i min{d1 — LB,0},
0
0 1+ 79 0 0
—DP dy —0.60) + (g + 6 -1 6 di+0 oG
905 2 = (dy )+ (60 + 2(1+g2 )—i— 3)80 1+ 1890 1

9] g .
89 max{d; — UB,0} + 20 min{d; — LB,0}.

This again requires the partial derivatives of the auxiliary variables, which are given by

) 1 9
SR, ¥ Vi=0,1,..,3
8(91 }qpaez 1, ? ) Ly ey
) 147 0 1 ) G, .
——dy+dy——s—g; — — DP Vi=0,1,...3
206" T 11 g 0 T Y 02067 a8, Y ¢=5 s,
G, 9.4, ifd, > UB
max{d, — UB,0} = { 9% , Vi=0,1,...,3,
89 {di = } {0 else
6 .
9.4, ifd, < LB
O min{d; — 1B,0} = oo Wi < LB Vi=0,1,..,3.
89 0 else

Based on these derivations, it can be concluded that the partial derivatives of the auxiliary variables
depend not only on the partial derivatives of the lagged variables (which are known) but also on
the partial derivatives of Y7 and g;. The partial derivatives of Y7 and g; are given by

0 0 0 0 .
892‘91 7018791'904_0287@ADP1 _638791'0610’ Vi=0,1,...,3,
0 0 0 .
%YI_(1+QO>89 Y0+Yoae 90, Vi=0,1,..,3.

Given that the partial derivatives of Y and gq are zero (they do not depend on ) partial derivatives
of g1 and Y7 can be calculated, which in turn allows to calculate the partial derivatives of the other
auxiliary variables. Note that the partial derivative of g; depends on the partial derivative of the
discretionary policy in the same period (through the partial derivative of ADP;). However, the
partial derivative of g; is only required to calculate the partial derivative of DPs, at which point
the partial derivative of DP1 is already known.

This procedure can be continued until the end of the timehorizon 7', using the following re-
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cursive relations for the partial derivatives of DPy

0
000

B
00, OG:

+ 711

—DP =d 0 0
t41 =d¢ + (6o + 2<1+gt+1

0
>+93)89 dy + 01—

0 max{d; — UB,O}—l—%min{dt—LB,O}, vt=1,..,.T—1, (36)
0

60
0 1+ 7 0 0
—DP oG Op+ 0| ——— — 1 03)—d; + 01— 0G
ag, Dl = t+ (6o + 2<1+gt+1 >+ 3)89175"‘ Lgg, VO
0 max{d; — UB,O}Jrimin{altfLB,O}7 vi=1,..T -1, ((37)
0(9 001
0 1+ Tt+1 1+ ’I”t+1 ) 0 0
—DPiyy=—"—-1)de +(lp+b2| ————1| +0 di+6 oG
005 1 (1 + Gi+1 > t ( 0 2 (1 + gt+1 3)89 t 190, 005 ¢
;; max{d; — UB,O}—l—imin{dt—LB’,O}, Vt=1,...,T—1, (38)
0 1+ 7441 0 0
—DPy 1 = (dy — 0.60 O+ 0| —— —1 03) —di + 01— OG
a6, PP+ (dy )+ (6o + 2<1+gt+1 )-I— 3)093t+ 159, 9
0 0
89 max{d; — UB,0} + mln{dt LB,0}, Vt=1,..,.T—1. (39)
3
In addition, the recursive relations of the auxiliary variables are given by
0 0 0 0
%gt+1 = Cl%gt + 626701ADPH1 - 63% 0Gy, Vi=1,..,T -2, (40)
aY =1+ )8Y+Y8() Vt=1,..,T—2, (41)
90, t+1 = Gt 0, t t&9 =Ly )
0 1 0
—0G —Y; vVt=1,...T -2, (42
801 t+1 — }/t;—)i_l 39 t+1, ) ) ) ( )
8 1 + Tt4+1 8 1 8 8
—dpp1=—————d+dp———— — —DP Vi=1,...T -2, (43
801 t+1 1 +gt+1 301 + t(l +gt+1)2 89igt+1 891 t+1, PREEY ) ( )
o .
—d fd UB
0 max{dys1 — UB,0} = 0%+t 1= VB Vi=1,...T—2, (44)
06; 0 else
8 .
a7-d fd LB
9 min{d1 — LB,0} = { 9641 ek < S5 Vi=1,..T—2. (45)
00; 0 else

Based on these recursive derivations, it can be concluded that all partial derivatives of DP; can be
calculated as long as the partial derivatives of DP; and the auxiliary variables are stored during
the construction of the path. Consequently, using the partial derivatives of DP1, ..., DPr, the IPA
estimator can be calculated at the end of the simulation run. This suggests that, in addition to the
FD estimator, the IPA estimator can also be employed in this analysis.

In contrast to the FD estimator, the IPA estimator shows how the individual partial derivatives
are affected by the different components embedded in the model. Analysing the recursive partial
derivatives of DP;, it can be observed that the similarities are substantial. The largest difference
is discovered in the first component of the partial derivatives in (36 — 39). Given this discrepancy,
it is expected that the partial derivative of the objective function with respect to 6 is characterised
by a substantially higher level of volatility than the other coefficients. This can be explained by the
fact that debt ratios comprise a larger range of values than the output gap, the excess debt value,
and the expected change in debt ratio. For 65 applies the same, however, to a lesser extent.

21



In contrast to the FD estimator, this IPA estimator should theoretically be unbiased. For the
analysis, the FD estimator was selected due to its easy implementation. Additionally, as ¢z de-
creases in the limit, the FD estimator approaches the partial derivatives obtained by the IPA esti-
mator. Hence, theoretically, both estimators should lead to the same optimisation result.

4 Methodology

This section will begin by outlining the model used in the analysis. Subsequently, the evaluation
metrics for the various scenarios will be displayed, and the data used will be discussed.

4.1 Model description

The algorithm employed in this analysis to project the development of government debt follows
(4). In addition, projections of the underlying macroeconomic variables will follow (5 - 7) for
growth rates, interest rates, and primary balance, respectively. Algorithm 1 summarises the com-
plete procedure for the simulation of debt ratios. The procedure requires distributions for interest
rate shocks, growth shocks, and primary balance shocks (F}., Iy, F};). Moreover, the time horizon
(T') to project the debt ratios over must be predefined, which is set at 7' = 40 in this analysis.
The initiation of the algorithm requires a starting value for the debt ratio, output gap, growth rate,
interest rate, and GDP. In this analysis, the starting year for the projections is 2022, which provides
all the starting values. The algorithm proceeds as follows, first shocks are simulated using the pre-
determined distributions. Consequently, the interest rate, primary balance, and the growth rate are
calculated. The adjustment term of the primary balance (DP;) depends on the scenario, which is
determined using Algorithm 2. If the debt constraint is imposed (indicated with a boolean value for
debt constraint, the constraint procedure described in Algorithm 3 is called. Lastly, the procedure
updates the debt ratio and GDP using the simulated underlying macroeconomic variables.
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Algorithm 1 DSA simulation

Require: F), I, I, time-horizon T’
1: procedure DSASIMULATION

2:

A A

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:

23:
24

25:
26:
27:
28:

Init:

dp < start value debt ratio
OG( < start value output gap
go < start value growth rate
ro < start value interest rate
Yy < start value GDP

fort =1to T do
Determine shocks

wy ~ Fy > Growth shock
i~ F > Interest shock
€ ~ Fpp > Primary balance shock

Determine interest rate
ry < max{0, 7,1 + i}
Determine primary balance
DP; < DETERMINEDISCRETIONARYPOLICY (t)
pby < DPy + w1 + Buws + € > 7 is predetermined
if debt constraint then
Call CHECKDEBTRATIOCONSTRAINT(d;_1, DPy, pb;)
end if
Determine growth rate
ADPy < DPy — DP;y_4

Y; 1-YP
OGy_q1 + %
Y,

gt < c1g1—1 + (1 — cl)gf + caADPy — c30G—1 + wy > gf is predetermined

> Y/ is predetermined

Update values

dy ¢ fitdi—1 — pby

Y < (14 91)Yia
end for

29: end procedure
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Algorithm 2 Debt ratio constraint

1: function DETERMINEDISCRETIONARYPOLICY (%)
2 if Baseline scenario then

3 DP; + 0

4: else if Debt constraint then

5: DPt < max{dt_l — UB,O}

6 else if Deficit constraint then

7 DPy «+ max{PB — m — fw — € + Ry, 0}
8 else if Neutral debt target then

9 DP;  (E2=1)diy —m
10 else if Explicit debt target then
11: & + (di—1 —0.60)/20
12: DP, (}1—9; _ 1) dyoy+ & —m
13: else if Optimisation then
14: DPy < Ogdy—1 + 0, 0Gy_1 + 0 (igi - 1) dy_1 + 03(di_y — 0.60) —
15: end if

16: end function

Algorithm 3 describes the procedure used when a constraint is imposed on the debt ratio, which
requires a lower and upper bound on the debt ratio (default values are LB = —oo, UB = o0).
The procedure evaluates the debt ratio at the end of the previous period and adjusts the primary
balance if necessary by adjusting the DP,. However, a change in DP; also affects the primary
balance pb;. As such, the primary balance is also adjusted if the constraint is violated.

Algorithm 3 Debt ratio constraint

Require: Lowerbound LB, Upperbound UB
1: procedure CHECKDEBTRATIOCONSTRAINT(d;_1, DPy¢, pbs)
2: if d;_1 > UB then

adjt +~— UB — dt,1
DPy <+ DPy — adjy
pbi < pby — adjy
elseif d;_1 < LB then
adjt «~— LB — Clt_l
DPt — DPt —adjt
pbt < pby — adjy
10: end if
11: end procedure

R A A

The objective of the analysis is to optimise the primary balance using simulated debt ratios,
with an emphasis on the explicit adjustment (DP;) of the primary balance. In the optimisation
problem, the primary balance is given as a function of 8, which represents a vector of coefficients
of the components of the adjustment term. A summary of the algorithm used to find the minimum
of the objective function (23) is given in Algorithm 4. The procedure requires an initial 8, a step-
size sequence €y, a stopping rule, and a perturbation stepsize sequence ci. Based on a preliminary
analysis, it was found that the perturbation stepsize sequence of the FD estimator and the gain se-
quence must be chosen cautiously. Besides the fact that large stepsizes may lead to overshooting
and induce a high level of volatility, it also causes the model to explode and/or implode due to the
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endogenous relations embedded in the model. A large (perturbation) stepsize may result in large
disruptions in DP;, which affects the growth simulation and causes exploding and/or imploding
debt ratios. As such, we must choose a sufficiently small step size. However, a small step size
may obstruct a fast convergence.

The optimisation procedure used in this analysis consists of three parts. First, there will be a
simultaneous optimisation of all coefficients in 8. After the first phase, the algorithm continues
to optimise #>. In a preliminary analysis, it was found that > has more difficulty converging to
its optimum. To accelerate the optimisation process, the other coefficients are fixed at the average
estimate of the last 50 iterations. An analysis of the gradient indicated that the other coefficients
cause large disturbances, which interfere with the optimisation process of 6o, see Appendix B.
As such, 67 is updated individually during phase 2. Finally, the full vector of estimates will be
optimised simultaneously with a smaller step size for some final adjustments. The different phases
are divided by K, K5, and K3. Values for the stopping rule of each phase are chosen on the basis
of convergence results in the preliminary analysis. After K; = 20, 000 iterations, all coefficients
appeared to be converged, except for #, for which the estimate continued to exhibit minor fluctua-
tions. Therefore, phase 2 commences and continues until the total number of iterations has reached
K> = 40,000, which implies that phase 2 also consists of 20, 000 iterations. This number of it-
erations is necessary for 5 to stabilise without the noise of the other coefficients. Lastly, phase 3
concludes the optimisation process and continues for a total of K3 = 50, 000 iterations. Although
this may seem quite large, allowing for another 10, 000 iterations ensures that the estimates are
almost surely converged.

In the procedure, it was chosen to employ a constant epsilon function (¢; = ¢€), which starts
at ¢ = 0.05 and reduces to e = 0.01 in the final part of the optimisation process. Prelimi-
nary analysis indicated that the coefficients remain relatively small; hence, implementing a large
step size results in unnecessary overshooting. In addition, the size of the perturbation step is
defined as ¢, = 1/(1000 4+ k)'/2. This definition ensures that the perturbation remains rela-
tively small and decreases gradually afterwards. Larger perturbations were found to simply in-
duce more noise and may even disrupt the optimisation process. Furthermore, the optimisation
procedure starts with 8y = [0, 0,0, 0] which should theoretically be the optimal solution when
no constraints are imposed. That is, when all coefficients are zero, DP; = 0,Vt = 1,...,T and
ADP; =0,Vt = 2,...,T, which leads to a standard deviation of zero.

Due to the simple linear definition of the adjustment term and the mostly linear relations
embedded in the model, it can be concluded that the gradient should find an optimum theoretically.
In addition, the linear structure allows for a very small perturbation stepsize as we do not have to
consider any discontinuities in the objective function.
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Algorithm 4 Optimization algorithm

Require: Initial value 8y, stopping rule for each phase K1, Ko, K3
1: procedure OPTIMISATIONALGORITHM

2: for k =1to Ky do
3: ¢ < 1/(1000 + k)1/2
4: €+ 0.05
5: g < CALCULATEGRADIENT(cg, O)
6: 0,0, 1—cg
7 end for
8 O g5 ik, 50 0i
9: for k = K1 + 1to Ky do
10: cr < 1/(1000 + k)1/2
11: €+ 0.05
12: g < CALCULATEINDIVIDUALGRADIENT(cy, 0 )
13: 0,0, 1—cg
14: end for
15 O S 00
16: for k = K9 +1to K3do
17: ¢+ 1/(1000 + k)1/2
18: e+ 0.01
19: g < CALCULATEGRADIENT(cy, fx)
20: 0, 0p_1—cg
21: end for
22: return % Zf(:gK;g—SO 0; > Average of last 50 iterations

23: end procedure

The gradient will be calculated using the FD estimator, which is given in Algorithm 5. In this
procedure, e; represents a basic vector with components z; = 1 and z,, = 0 for all n # . The gra-
dient estimator uses gradient clipping, which prevents the gradient from exploding. For the clip-
ping of gradients, a threshold of 0.5 was chosen (based on the gradient histogram from a prelimi-
nary analysis; see Appendix C). Furthermore, ||-|| represents the Euclidean norm. In addition, the
second phase of the optimisation procedures uses CALCULATEINDIVIDUALGRADIENT (¢, 6y ) to
proceed with the individual optimisation of 2. The gradient estimator uses the objective function,
given in (23), which is calculated using Algorithm 6.
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Algorithm 5 Gradient estimator

Require: Threshold ¢
1: function CALCULATEGRADIENT(cg, 0y,)
2: for:=0,...,3do
J(67) <~ CALCULATEOBJECTIVEFUNCTION(O + cye;)
J(07) <~ CALCULATEOBJECTIVEFUNCTION(O + cj€;)
——
end for
if ||g|| > ¢ then
g CH%”
end if
10: g < [90. 91,92, 93]
11: return g
12: end function

X ;0 kW

13: function CALCULATEINDIVIDUALGRADIENT(cg, 0})

14: J(67) < CALCULATEOBJECTIVEFUNCTION(O + cpez)
15: J(67) <~ CALCULATEOBJECTIVEFUNCTION(O + cjez2)
1o gy OO0

17: g« [0,0,g2,0]

18: return g

19: end function

Algorithm 6 Objective function

1: function CALCULATEOBJECTIVEFUNCTION(@)

2: Run DSASIMULATION to obtain [ADP(8); --- ADP(0)r]
-5 T

3 DP+ +3,, ADP(G)

" \/zt o ADP +—DP)?

5: return J(0

6: end function

4.2 Evaluation measures

In order to compare the (benchmark) scenarios and the optimisation results, different evaluation
measures will be employed. As a measure of stability, this analysis will take into account the
volatility of fiscal policy, proxied by the standard deviation of the changes in explicit adjustment
(ADPy) of primary balance, given by

A5 2
\/Zt 9 ADPt ADP) | “6)

OADP =
in which ADP; = DPy; — DP;_1,¥t = 2,...,T and ADP is calculated using (24). The change
in the adjustment term indicates whether additional contractions (ADP; > 0) or expansions
(ADP; < 0) must be implemented with respect to the adjustment term in the previous period.
This can be explained by the fact that a larger primary deficit leaves more space for additional
expenses and/or reduced revenues. Volatility in contractions and/or expansions causes macroeco-
nomic instability. As such, it is preferred to minimise volatility.
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In addition, to measure the degree of countercyclicality, it is important to understand the rela-
tionship between additional policy interventions and the state of the economy. This analysis relies
on the assumption that additional policy interventions are represented by a change in the adjust-
ment term DP;. Furthermore, the state of the economy can be measured by using the output gap.
A positive output gap corresponds to economic boom periods, whereas a negative output gap is
often related to periods of contraction. Using these concepts, the countercylical efficiency will be
measured using a simple linear regression given by

ADP; = o+ ~vOG;. 47)

The coefficient of interest in this equation is -y, which should be positive for the policy to be coun-
tercyclical. A positive coefficient indicates a positive relationship between the output gap and the
change in the primary balance, i.e., a positive output gap (economic boom period) is responded to
with additional fiscal contraction. Implementing contractionary policy during times of economic
growth is an example of countercyclical policy.

Lastly, the aim is to avoid exploding debt ratios and minimise the risk of default. While
the literature reveals different limits for debt to remain sustainable, all above 100% of GDP for
the Netherlands (see, for example, Fournier and Fall (2015) and Ghosh, Kim, et al. (2013)), a
rather conservative approach with 75% as indicator was chosen. This indicator can be seen as
an early warning of rising debt. This indicator takes into account the fact that there is often a
lack of political support for high debt ratios. The reported measure of exploding debt will be the
probability of debt exceeding the 75% level at the end of the time horizon, given by

N .
1 1 ifd;7>0.75 .
= ) Ty, 5075 Lg; r>0.75 = { ’ NVi=1,.,N,  (48)
N~ 0 else
in which Ig, ;.~0.75 indicates whether the debt ratio has surpassed the 75% level at the end of the
time horizon 7' during iteration .

4.3 Data

The data used in this analysis are retrieved from the Macro Economische Verkenning 2023 (MEV)
of the Bureau for Economic Policy Analysis (CPB). This data set contains historical data on
growth, interest payments, inflation, primary balances, and historical debt ratios. The model is
based on nominal terms; as such, all variables are converted to nominal terms if necessary. For
this purpose, the real index numbers were multiplied by the corresponding inflation index number.
The data range from 1981 to 2022. Figure 1 reveals the historical development of macroeconomic
variables during the period 1981-2022.
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(a) Growth rates (b) Interest rates (c) Primary balances

Figure 1: Historical development
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4.3.1 Distributions

In the analysis, the shocks are drawn from the historical distribution of the shocks. Histori-
cal growth shocks are obtained by demeaning historical nominal growth rates. For the interest
rate, the historical distribution of interest innovations will be employed (r¥y = r, — 11, Vt =
1982, ..., 2022), which is also centred on an average of zero. Lastly, the primary balance shocks
are drawn from the residuals of the linear regression of primary balance on growth shocks, pb; =
a+ PBwe, with 8 = 0.60 (in line with Mourre et al. (2014)). Using historical distributions allows us
to incorporate historical volatility to model the future. Figure 2 shows the historical distributions
of the innovations of interest, growth shocks, and primary balance residuals. The distributions
suggest that the shocks are not normally distributed, which also encourages the use of historical
distributions.

-100 -75 -50 -25 00 25 50 75 -0 05 0o 05 10 15 -5 -6 -4 -2 0 2 H 3

(a) Growth shocks (b) Interest innovations (c) Primary balance shocks

Figure 2: Distribution of the historical shocks

4.3.2 Assumptions

Besides historical data, the model also relies on assumptions about the future behaviour of (po-
tential) growth and primary balance. First, in the baseline model, it is assumed that the level of
potential growth remains constant at 4% throughout the entire time horizon, that s, g7 = 4%, Vt =
1,...,T. This is based on 2% real growth, which is the historical average of the Netherlands, and
2% expected inflation, which is the aim of the ECB (DNB, n.d.). In addition, potential GDP is
modelled recursively in this model using

VP= (4 V=1, T, )
Yo
yP—-_"90
0 1+ OG 0

Hence, potential GDP (Y;”) is calculated by multiplying the potential GDP in the previous pe-
riod (Y,” ;) by the potential growth factor (1 + g/). Furthermore, the initial potential GDP (Y{)
is calculated using the definition of the output gap (OG; = (Y; — Y/F)/YF Vvt = 1,...,T) and
the estimated output gap of 2022 as the starting value of the potential GDP (Y(). The estimated
output gap is retrieved from the AMECO dataset provided by the European Commission. Lastly,
the model employed in this analysis uses a basic path for the primary balance of —1.75% of GDP,
which is in line with the last coalition agreement (CPB, n.d.).

In addition to the baseline assumption, this analysis will also look at the optimisation of fiscal
policy under different circumstances. Given the large degree of uncertainty surrounding the de-
velopment of macroeconomic variables, it is also interesting to look at different (potential) growth
expectations, starting interest rates, and other assumptions regarding the basic path of the primary
balance. Exploring various assumptions can provide insight into how to respond when the eco-
nomic environment changes. Hence, for each of these elements, this analysis will look at a more
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optimistic and more pessimistic scenario, using a ceteris paribus assumption (i.e., other assump-
tions remain constant). For growth, a more pessimistic scenario entails a reduced potential growth
rate, whereas for the interest rate, the pessimistic scenario is characterised by a higher rate. In
addition, for the primary balance, it is assumed that the pessimistic scenario is represented by a
lower basic path of the primary balance (i.e., larger primary deficit).

5 Results

Section 5 contains the results of the analysis. The first section describes the evolution of debt in the
benchmark models. The second section proceeds to the optimisation results and compares these
results with the benchmark scenarios. Lastly, the impact of different assumptions will be tested.

5.1 [Evaluation benchmark scenarios

Simulations of benchmark scenarios clearly show the impact of different fiscal policies. First, the
baseline scenario clearly demonstrates the enormous uncertainty surrounding the development of
the debt ratio. Figure 3 depicts the simulation results of the n = 10.000 iterations. In this figure,
the mean value is depicted by the orange line and the shaded areas provide 5% percentile intervals
of the simulation results, ranging from 5% to 95%. The results indicate that the 95% confidence
interval at the end of the time horizon (T" = 40) ranges from 41.07 to 104.94. On the basis of
these results, it can be concluded that, in the most favourable circumstances, the debt ratio can be
reduced to a mere 41% of GDP. However, in the majority of the iterations, debt ratios greater than
60% are achieved (median = 61.12 in ¢ = 40). Furthermore, the worst scenarios are characterised
by debt ratios greater than 100% of GDP.
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Figure 3: Fan plot of the baseline simulation

In addition to the baseline scenarios, projections are created of other benchmark scenarios.
Figure 4 reveals the development of the debt ratio for these different scenarios and the correspond-
ing development of the adjustment term DP;. Additionally, each scenario is evaluated using three
measures to determine the level of volatility in the primary balance, countercyclical efficiency, and
default risk; the results can be found in Table 1.
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First, it should be noted that the implementation of ad hoc constraints has profound conse-
quences on the development of the debt ratio and the volatility of the primary balance. Figure
4a and 4b indicate that both constraints prevent the debt ratio from exploding. The evaluation
measures in Table 1 indicate that imposing restrictions lead to high volatility in explicit policy
adjustments (see Figure 4e and 4f). Interpreting the evaluation measures, it can be concluded that
for the deficit constraint, on average, the standard deviation of the change in discretionary policy is
remarkable 1.841% of GDP. This indicates a very high level of volalitility in contractions and ex-
pansions. Furthermore, the countercyclical efficiency indicator suggests that policy adjustments as
aresult of the implementation of constraints tend to have a procyclical influence. The countercycli-
cal efficiency coefficient can be interpreted as the change in the discretionary policy of the primary
balance as a result of a change in the output gap. Using this definition, it can be concluded that a
1% change in the output gap leads to a fiscal expansion of 0.03% of GDP for the deficit constraint
(due to a negative change in discretionary policy, i.e. ADP; < 0). Economically, this means that
economic boom periods are correlated with fiscal expansion, which is known as procyclical policy.

Compared to ad hoc restrictions, the neutral debt goal and the debt goal of 60% appear to have
a more moderate effect on the evolution of debt ratios and discretionary policy, which can be seen
in the right two columns of Figure 4. The level of uncertainty in the neutral debt target remains rel-
atively high, with debt ratios ranging between 23% and 79% of GDP. Moreover, the discretionary
policy necessary to aim for a neutral debt target appears to be slightly countercyclical, while the
adjustment of the explicit debt target is slightly procyclical.
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Figure 4: Results Benchmark Scenarios
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Table 1: Evaluation measures of the benchmark scenarios

Deficit Debt ratio Neutral Explicit
Measure constraint constraint debt target debt target

Volatility policy 1.847 1.294 0.184 0.202
Countercyclicality -0.030 -0.069 0.012 -0.012
Default risk 0.001 0.001 0.066 0.027

5.2 Optimisation results

Using Algorithm 4, optimal coefficients of @ are obtained for the discretionary policy function
given in (51). In addition, constraints are imposed on the debt ratio such that d; € [30%, 80%).
The optimisation procedure was run 30 times to create a density of the distribution of 8, see
Appendix D for a detailed analysis of the estimates obtained in the optimisation procedure. This
meta-analysis suggests that the coefficients are likely to be normally distributed and characterised
by a relatively small standard deviation. Figure 5 shows the results of the stochastic optimisation
procedure used to determine the optimal value of 8. The vertical dashed grey lines indicate the
difference phases in the optimisation process. Figure 5 clearly shows the fast convergence of 0y,
01, and 63. Moreover, Figure Sc indicates that fixing the other coefficients clearly improved the
convergence process of #o. In addition, including the other coefficients in the last phase does not
seem to affect the estimation of 5, nor does it seem to cause large changes in the estimates of 6,
91 and 93.

(a) (b) (© (d)
Figure 5: Optimisation results
Based on the optimisation process, estimates of the coefficients are obtained by the mean value

of the last 50 iterations of the optimisation algorithm, which has resulted in the following equation
for structural primary balance

147
DP(0); = 0pdi—1 + 010Gi_1 + 6 <1 n ;t — 1> di—1 + 03(di—1 — 0.60) (51
t
Lo s
— —0.0126ds_1 + 0.0190G;_1 + 0.213 (1 i;t - 1) dy1 + 0.041 (ds_, — 0.60).
¢
(52)

Interestingly, the optimisation results indicate that only part of the expected change in the debt
ratio is reversed as A2 < 1. A full reversion would require #» = 1, similar to the neutral debt target
scenario. Furthermore, the adjustment term suggests that, in the optimal scenario, the excess debt
ratio should be reduced by approximately 1/24 every year, rather than 1/20. The output gap seems to
have a positive effect on discretionary policy, indicating that during cyclical upturns, discretionary
policy enhances the primary balance, which is associated with reduced expenses and/or govern-
ment increased revenue). Lastly, the influence of the individual lagged debt coefficient d;_; can
be obtained by combining 8y and 65 resulting in a coefficient of 0.2004. This suggests a positive
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relationship between the debt ratio and the adjustment term.

Figure 6a depicts the results of the DSA simulation of the optimised fiscal policy rule. The
debt ratio appears to be stabilising over time on average, and the uncertainty around the average
seems to be of moderate size, yet slightly skewed to the right. Furthermore, in Figure 6b it can be
observed that the distribution of the discretionary policy term remains relatively small, indicating
a low level of volatility in additional contractionary and expansionary policy.
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Figure 6: Fan charts of the optimised scenario

Table 2 shows the evaluation measures of the optimised scenario. It can be denoted that the
optimised scenario clearly outperforms the neutral and explicit debt target scenario based on the
volatility in policy. The average standard deviation per run was found to be 0.118% of GDP, which
is a reduction of approximately 35% compared to the neutral debt target. Moreover, countercycli-
cal efficiency indicates that the fiscal policy maintained in the optimal scenarios is acyclical, im-
plying little to no interaction between fiscal policy and the state of the economy. The probability
of an explosion of debt is 3.7%.

Table 2: Evaluation measures of the optimised scenarios

Neutral Explicit  Optimised
Measure debt target debt target scenario

Volatility policy 0.184 0.202 0.118
Countercyclicality 0.012 -0.012 0.001
Default risk 0.066 0.027 0.037

5.2.1 Comparison optimisation results

In order to compare the optimised scenario with the benchmark scenarios, an ordinary least
squares (OLS) regression can be performed on the simulated structural primary balances. Us-
ing a seed to establish a fair comparison, the discretionary policy (DPF;) is simulated for each
scenario over n = 10.000 runs. Consequently, an OLS regression was performed with the struc-
tural primary balance of the optimised scenarios as dependent variable and the structural primary
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balance of the other variables as independent variables. Table 3 provides an overview of the re-
gression results, indicating that the neutral debt target has strong explanatory power. Note that
the neutral debt target and the explicit debt target are highly correlated, as such, the explicit debt
target is omitted from the model. Furthermore, the explanatory power of the combined benchmark
scenarios was moderate (R? = 0.365).

Table 3: OLS results to compare scenarios

OLS
Deficit constraint 0.007*
(0.000)

Debt ratio constraint 0.010*
(0.000)

Neutral debt target  0.666*
(0.001)

Note: Standard Errors in parentheses; *p < 0.01

5.2.2 Different assumptions

Table 4 reveals the optimisation results of different assumptions. First, the low growth scenario
uses a more pessimistic potential growth of 2.9%, while in the high growth scenario, growth is
expected to stabilise around 5%. For the assumption of the starting value of the interest rate, the
low interest scenario starts at the zero lower bound, which mirrors a more optimistic scenario in
which interest rates remain low. The pessimistic scenario is characterised by a start interest rate
of 3%. Lastly, for the primary balance scenarios, a base path of —3% is used for the pessimistic
scenario (denoted by Low) and —1% for the optimistic scenario.

The estimations of the coefficients indicate that in pessimistic scenarios (i.e., low growth, high
interest rates, and low primary balance), 65 increases significantly compared to the baseline esti-
mate of 0o = 0.213. Furthermore, in the high growth scenario and the high primary balance
scenario, an increase in o can also be observed, which implies that a larger part of the expected
change is reversed. This effect is particularly visible in scenarios in which the difference between
the growth rate and the interest rate is large. The changes in 6y seem relatively small for all scenar-
ios; Nevertheless, the initial estimate in the baseline scenario is already quite small, so the relative
changes compared to the baseline optimisation model can still be considerable. It is noteworthy
that the coefficient of the output gap seems to gain significance for several scenarios. Compared
to the estimate in the baseline scenario (65 1 = 0.019), we can observe a large increase for growth
scenarios, the high interest scenario, and the primary balance scenarios. Lastly, it can be observed
that the value of 63 is only significantly affected by alterations in the assumed interest rate.

In addition to the estimates of the coefficients (6;,7 = O0,...,3), Table 4 also presents the
evaluation measures obtained from the DSA simulation of the adjustment term containing the
optimised coefficients. It can be immediately observed that, for all scenarios, except the low
interest scenario, a higher level of volatility is reported, which means that if either growth, interest,
or the base path of the primary balance deviates from the baseline assumption, a higher level of
intervention is required. Furthermore, it can be observed that, in most scenarios, the optimised
fiscal policy remains acyclical, slightly tending to countercyclical in some scenarios. The chance
that debt ratios become unsustainable seems only to increase in the low primary balance scenario.
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Table 4: Optimisation results of different assumptions

Growth Interest Primary balance
Low  High Low High Low High
Ao || 0.008 -0.008 | -0.017 0.001 | -0.005 -0.002

6; || 0.038 0.027 | 0.012 0.032 | 0.032 0.031

6y || 0410 0.313 | 0218 0.395 | 0.334 0.341

03 || 0.043 0.046 | 0.035 0.038 | 0.044 0.042

Volatility policy || 0.170  0.137 | 0.098 0.176 | 0.197 0.162
Countercyclicality || 0.012  0.001 | -0.000 0.007 | 0.011 -0.002
Defaultrisk || 0.018 0.032 | 0.037 0.037 | 0.056 0.034

6 Discussion

The results of the benchmark scenarios underscore the importance of long-term vision for fiscal
stability. The introduction of ad hoc constraints had a significant effect on the variability of fiscal
policy, while the implementation of a long-term anchor gradually altered the debt ratio, leading
to a much more stable situation. These results are in line with Barro (1979) and Bhandari et al.
(2017), who concluded from a welfare point of view that, in the optimal scenario, the government
should aim to maintain a long-term debt target. Additionally, while the neutral debt target scenario
is still characterised by a considerable amount of uncertainty in the development of the debt ratio,
adding a small adjustment term seems to reduce this uncertainty significantly without compromis-
ing the low volatility in the adjustment term. However, it has a small procyclical impact on the
discretionary policy.

Although the neutral debt target can be seen as a significant improvement compared to the ad
hoc constraints and the baseline scenario without any policy intervention, it does not fully control
exploding debt ratios. Implementations of ad hoc constraints and the explicit debt target seem to
resolve this problem; however, these interventions cause a rise in volatility. Based on these results,
an optimal combination was found which confines the debt ratio without causing large disruptions
in the government balance. Using the optimised fiscal policy, which can be seen as an adaptation
of the neutral and explicit debt target, a consistent fiscal policy can be maintained that remains
within the allowed debt space. Although the risk of exploding debt is not completely eliminated,
it can be seen as a significant improvement compared to the neutral debt target. To minimise the
risk of default, stricter restrictions can be imposed on the debt ratio in the optimisation process. In
this analysis, constraints are imposed such that the debt ratio must remain above 30% and below
80%.

Interestingly, the optimisation results reveal that the impact of the term reversing the expected
change in debt is relatively small. Whereas in the neutral debt target scenario, the full expected
change is reversed, in the optimised scenario, approximately 1/5-th of the expected change is com-
pensated. This may imply that the reversal implemented in the neutral debt ratio, used to maintain
a consistent debt ratio in expectation (as suggested by Barro (1979)) may be too invasive. Fur-
thermore, the optimisation results indicate that rather than diminishing excess debt by 1/20, this
should be reduced to 1/25, advocating a more gradual return to the debt target. These findings
are in line with the recommendations of Bhandari et al. (2017), who concluded that fiscal policy
should aim for a long-term debt target with gradual return. The impact of the lagged debt ratio
on the adjustment term is not unambiguous, as it affects the equation through multiple compo-
nents. However, when considering its individual influence, not interacted with other components,
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it implies a positive relationship between the debt ratio and the adjustment term. This positive
relationship aligns with the requirement for debt sustainability as suggested by Bohn (1998). A
full understanding of the influence of the debt ratio on the adjustment term requires further in-
vestigation. Finally, it is worth mentioning that the coefficient of the output gap is positive, yet
fairly small. The countercyclicality evaluation measure reveals that the impact of the output gap
is indeed small, as suggested by its coefficient. An ideal scenario features a significant positive
coefficient for the output gap, indicating a countercyclical policy response. In this context, a posi-
tive term signifies that a positive output gap leads to a positive adjustment in the primary balance,
which is achievable through increased revenue or decreased expenses. If the main objective is
to promote counterclicality, it may be interesting to impose a restriction on 61, however, this is
expected to deteriorate the volatility level.

Furthermore, optimising under various assumptions indicates that the size of the coefficients
varies in response to changes in the economic environment. While under the baseline assumptions,
only 1/sth of the expected change must be reversed, changing the assumptions leads to an increased
need for compensation, making these scenarios more consistent with the findings of Barro (1979).
Additionally, the impact of the output gap becomes stronger as well, which is also reflected in
the countercyclical efficiency measure. These results suggest that under changing circumstances,
except for a decrease in interest rate, it is beneficial to maintain a more countercylical fiscal policy.
To conclude, the findings imply that if circumstances are more challenging (e.g., due to a larger
difference between the interest rate and the growth rate or a deterioriated base path of the primary
balance), a larger need for explicit policy intervention arises, as the majority of the coefficients
increases. This is also expressed in the elevated volatility levels. Additionally, note that the impact
of the change in assumptions does not seem to be linear and/or equal for the various changes in
assumptions on growth, interest, and primary balance. This implies that it is essential to exercise
prudence when expectations change. Also, further research in this field is recommended.

Hence, based on this analysis, it can be concluded that ideal fiscal policy should only partially
counterbalance the expected shift, respond positively but moderately to the output gap, and be
characterised by a gradual approach to a predetermined debt goal. Adjusting the neutral debt
target was found to lead to an improved policy rule, characterised by a lower level of volatility and
a lower risk of exploding debt. However, a DSA simulation of the optimised results indicated no
improvement in the degree of countercylical efficiency. As such, it can be concluded that adjusting
the neutral debt strategy with explicit debt goals and business cycle indicators leads to an improved
fiscal policy regarding stability and the risk of default.

6.1 Limitations

This analysis attempted to replicate the real world as accurately as possible, however, limitations
always remain. First, the effects of fiscal policy on the economy are highly uncertain and vary
depending on the (economic) situation (as concluded by Katz and Bettendorf (2023)). Neverthe-
less, in the model, the fiscal multiplier is included as deterministic and constant. As multipliers
were found to be higher in times of recessions and in response to restrictive policy changes, the
multiplier used in this analysis is likely to underestimate the detrimental impact of contractions
in recessions. Similarly, this analysis fails to differentiate the benefits of different investments.
Second, the model does not incorporate the effects of hysteresis, which further contributes to a
potential underestimation of the impact of fiscal consolidation during recessionary periods.

In addition, the current optimised fiscal policy rule function relies on the (long-term) expec-
tation of interest and growth. While the proxy used in this model has demonstrated effectiveness,
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it may not be the optimal choice. The assumption that the growth potential remains constant over
time in this model contradicts historical evidence, where expectations of economic growth have
been known to change over time, consequently influencing the development of the debt ratio.

For future research, exploring the optimisation of nonlinear functions for discretionary policy
could be interesting. In this analysis, the adjustment term of the primary balance is confined to
a linear form. However, investigating interactions or nonlinear relationships will probably yield
valuable insights. Additionally, the optimisation model exhibited a relatively long convergence
time; this issue could potentially be mitigated by employing a different gradient estimator charac-
terised by lower variance, such as the IPA estimator.

7 Conclusion

This thesis aimed to improve fiscal policy by extending on the debt sustainability analysis frame-
work and introducing a novel approach to evaluate policy rules, with a focus on the following
research question: Does amending a neutral debt strategy with explicit debt goals and business
cycle indicators produce a strategy that is more stable, countercyclical and characterised by a
low risk of default? The analysis tries to bridge the gap between theoretical welfare optimisation
and empirical phenomena that impact fiscal policy, including business cycles and fiscal multipli-
ers. The results of the analysis illustrated the potential for reforming fiscal policy by modifying
straightforward rules drawn from optimisation outcomes found in existing literature, such as a
neutral and explicit debt target.

The optimised fiscal policy rule showed a lower level of volatility, while keeping the debt
ratio within the allowed debt space. The benchmark scenarios, which included ad hoc debt and
deficit limitations, as well as a neutral and explicit debt goal, significantly decreased the risk of
default; however, they concurrently introduced instability, particularly the ad hoc restrictions. The
analysis concluded that optimal fiscal policy should revert part of the expected change in the debt
ratio, react positively, yet moderately, to the state of the economy, and initiate a gradual return to a
predetermined debt target. The level of reversion, countercyclical reaction, and the speed of return
turned out to depend on the underlying assumptions of economic development. In general, it was
found that more pessimistic assumptions require more significant policy adjustments.

Relating it back to the research question, it can be concluded that the adjusting straightfor-
ward rules obtained from the literature results in an improvement fiscal policy rule, compared to
the benchmark scenarios. The modified policy was found to reduce volatility and effectively man-
age the risk of default. However, it does not promote countercylicality. Fortunately, it also avoids
triggering procyclical policy.

For future research, it is interesting to refine the economic model used to model the develop-
ment of the debt ratio. This analysis resorted to a relatively simple representation of the economy
that did not account for all the minor details. Also, it might be interesting to look into other non-
linear function forms for the adjustment term, including other predictors for discretionary policy.
Furthermore, the time horizon in this analysis is fixed at 7' = 40 years, whereas the true prob-
lem does not have a finite time horizon. Therefore, it may be interesting to look into a longer
time-horizon, possibly even approaching the infinite time-horizon.
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A Appendix: Evaluation of the neutral debt target proxy

+7”t

As a shortcut for the expected value of
1474
1+gt°
of % obtained using Monte Carlo simulation with the value obtained using the proxy at ¢t = 1.
Given the endogenous relationships in the model, it is computationally too intense to evaluate the
proxy in multiple years. However, the fact that each iteration is initiated with the same starting
values allows us to capture the development to the next period from a fixed starting point. As such,
the expected value at ¢ = 1 can be obtained using the fact that

Z 1+ Ti1 [1 +7r1
N 1+gia I+aq
with 7; 1 and g; 1 the value of the r; and g1 in the ¢-th iteration respectively. The expected value was
found to be 0.9644 (after N = 10, 000 iterations), while the proxy leads to 0.9703. This implies

that the approximation error is rather small, namely less than 1%. However, the compound value
of a small error can still have a significant impact.

conditional on time ¢ — 1, this analysis resorted to

with 7 = r;_1 and §; = gt. To evaluate this proxy, we will compare the expected value

]:0] , for N — oo, (53)

B Appendix: Gradient Analysis

Figure 7 shows the distribution of the partial derivatives for 6;,7 = 0, ..., 3, using n = 300 iter-
ations of the gradient. It can be observed that the distributions of §y and 3 are characterised by
a much larger standard deviation, which may obstruct the convergence of the other coefficients.
This is also in line with the partial derivatives derived using the IPA estimator.
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Figure 7: Distributions from the meta analysis

Appendix: Distribution of the gradient norm

01

Figure 8 shows the distribution of the gradient norm, obtained using the Euclidean norm. The
distribution is clearly skewed to the right and remains predominantly below 0.5. There are some
outliers with values far above 0.5, as these values only disturb the optimisation process, it was
chosen to clip the gradient at 0.5.
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Figure 8: Histogram of the gradient norms
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D Appendix: Meta analysis optimisation results

A meta analysis of the optimisation results shows the distribution of individual coefficients ¢; for
i = 0,...,3. The optimisation process was run 50 times and in each run the average of the last
50 iterations was taken as an estimate of the coefficient. This has led to the distributions depicted
in Figure 9. Using the Shapiro-Wilk test for normality, we fail to reject the null hypothesis of
normality for all densities; see Table 5. These results are also confirmed using the Jarque-Bera
test for normality. Moreover, the standard deviation indicates that the uncertainty in the estimate
is relatively small.
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Figure 9: Distributions from the meta analysis

Table 5: Descriptive statistics

0; Mean  Std. Sw JB
0 -0.011 0.002 0.987(0.862) 0.015(0.992)
1 0.018 0.003 0.984 (0.713)  1.003 (0.606)
2
3

0.255 0.041 0.985(0.765)  0.181(0.914)
0.040 0.003 0.972(0.2786) 2.031 (0.3622)

SW: Shapiro-Wilk test; JB = Jarque-Bera test; p-values in parentheses
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